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• To derive a comprehensive set of principles for task-specific information 
extraction, distributed information fusion,  and information exploitation 
that can be used to design the next generation of autonomous and 
adaptive sensing systems. 

 
• Specific objectives: 

 
• Develop analytical frameworks for quantifying value of information.  
• Study fundamental tradeoffs for information collection and fusion 
• Develop info processing algorithms with performance guarantees  
• Validate theory and algorithms on sensing testbeds at MIT, OSU, 

UCSD and UCLA 
 

• Technical approach: value-centered information theory, machine 
learning and control. 
 

 

Our MURI’s principal aim 
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Value-centered adaptive sensing 

Adaptively measure variables Y0, Y1, … for decisionmaking 

Sensing Planning 

Sensing 
Action 

Sensing 
Action 

Sensing 
Action 

Sensing 
Action 

Y1 Y2 Y3 Y4 

Target  state 0 Target state 4 

Y0 

Learning Fusion 

Decision 

• Each sensing action acquires a sample (snapshot) Yn  

• Yn contains information about target state, clutter, and sensor quality 

• What is the intrinsic value of this information with respect to decision? 
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Value-centered adaptive sensing 

Adaptively measure variables Y0, Y1, … for decisionmaking 

Our MURI has so far focused on the following: 
 

• Scalable information metrics that account for decision task 
• Characterization of phase transitions, scaling laws, and bottlenecks 
• VoI-driven fusion strategies for distributed data collection 
• Applications to active vision, sensor nets, radar, human-in-the-loop 

Sensing Planning 
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Investigator Institution Department Senior students 

Al Hero (PI) U. Michigan EECS/ Statistics 1PhD+postdoc 

Raj Nadakuditi U. Michigan EECS 1PhD 

Randy Moses Ohio State  U. ECE 1PhD 

Emre Ertin Ohio State U. ECE 1PhD 

John Fisher MIT EECS 1PhD 

Jon How MIT Aerospace Eng 1PhD 

Alan Willsky MIT EECS 1PhD 

Michael Jordan UC Berkeley EECS/Statistics 1PhD+postdoc 

Stefano Soatto UCLA EECS 1PhD+postdoc 

Angela Yu UCSD Cognitive Science Postdoc 

Doug Cochran Arizona State U. ECE/Math 1PhD 

MURI Investigators, affiliations, students  
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Investigator Institution Qualification1 Qualification2 

Al Hero (PI) UM(EECS-Stats) Signal processing Information theory 

Raj Nadakuditi UM(EECS) Signal processing Multichannel SP 

Randy Moses OSU(ECE) Signal processing Distributed SP 

Emre Ertin OSU(ECE) Signal processing Soft. defined radar 

Doug Cochran ASU(ECE-Math) Control systems Radar SP 

Jon How MIT(Aero) Control systems Multimodality SNs 

Stefano Soatto UCLA(ECE) Control systems Active vision 

John Fisher MIT(EECS) Machine learning Distributed inference 

Alan Willsky MIT(EECS) Machine learning Sparse models 

Michael Jordan UCB(EECS-Stats) Machine learning Graphical models 

Angela Yu UCSD(Cog-Sci) Cognitive psych Perception/Interact. 

MURI Investigators qualifications  
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Design space is high dimensional 

Decision tasks 
Detect target 

Estimate target location 
Identify target class 
Assess threat level 

Information sources 
Collected sensor data 

Target/clutter signatures 
Contextual information 

Soft data 
 
 

Processing constraints  
Time&Energy 

Computation&Memory 
Communication 

Human-in-the-loop 
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Theory applicable to design space 

Decision tasks 
Detect target 

Estimate target location 
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Information theory 
Decision theory 

Machine learning 
Information fusion 

Control theory 
Convex optimization 
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Theory applicable to design space 

Decision tasks 
Detect target 

Estimate target location 
Identify target class 
Assess threat level 

Information sources 
Collected sensor data 

Target signatures 
Clutter signatures 
Contextual data 

Processing constraints 
Time&Energy 
Computation 

Memory 
Communication 

Information theory 
Decision theory 

Machine learning 
Information fusion 

Control theory 
Convex optimization 

Central questions addressed by our MURI 
 

What is intrinsic value of information for a task?  
How do constraints affect value? 

What algorithms ensure max value? 
How to overcome computational bottlenecks? 

 
Our technical approach to address questions 

 
Value-centered information theory 

Information-driven data fusion 
Information-aware controlled sensing/processing 
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What have we learned so far?  

• VoI dependence on the task, the selected performance criterion, and the 
resource constraints can be analyzed and quantified. 

• VoI perspective leads to better feature learning algorithms, information 
fusion methods, and sensor planning strategies.  

N
um

be
r o

f v
ar

ia
bl

es
 (p

) 

Samples (n) 

Direction of 
improving VoI 
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Some things we have learned 

• There are important fundamental VoI tradeoffs   
– Model vs sample complexity for fusion   (Hero 12, Nadakuditi 13) 
– Computation vs sample complexity for fusion      (Jordan 12,  Fisher 13) 
– Energy vs geometry in active vision                            (Soatto 12) 

 

• Computational bottlenecks can be overcome by using good proxies 
– Information theoretic surrogates (Soatto 12, Fisher 12, Cochran 12) 
– Convex  and concave-convex proxies (Hero 12-13, Ertin 12, Cochran 13) 
– Submodular myopic strategies                             (Fisher 12) 

 

• Distributed processing framework can benefit from VoI perspective 
– Second order marginal MLE for SN              (Hero 13) 
– VoI-aware censoring for tracking in sensor nets          (How 12, Moses 12) 
– Cooperative human-machine interaction                             (Hero 13)   
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Fundamental VoI tradeoffs (Jordan, Fisher, Hero) 
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Fundamental VoI tradeoffs (Jordan, Fisher, Hero) 

p=
#s

en
so

rs
 

n=#snapshots 
U

na
ch

ie
va

bl
e 

re
gi

on
 

MSE phase transition regions for 
Kronecker product sensor models 

n=#snapshots 

t=
ru

nt
im

e 

Tradeoff between runtime and 
sample complexity 

0 10 20 30 40 50 60 70 80 90 100

20 uncorrelated sequences

Time index i

p sensors  
collect data 

Data is pxq matrix 
of space-time 

samples.    sn
ap

sh
ot

 

se
ns

or
 n

et
 



Hero VoI MURI - OSD 2013 

VOI VOI 

Hero VoI MURI - OSD 2013 

Application: Spatio-temporal wind prediction -  
National Centers for Environmental Prediction 

Tsiligkaridis, H, arXiv 2013 

• Wind speed data (1948-2012) 
 

 
 

 
 

• 100 stations 10x10 grid 
  
• 2-day time windows (8 

sample snapshots)  
 

• Period: 2001 to 2007 
 

• p=100, q=8, n=224 
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• Comparison of spectra 
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Budget and other information 

• Budget period: 08/01/11-07/31/16 
• Total 60 month budget: $6.25M 

– Approximately $1.25M per year 
– $50K per year held back for DoD internships and special 

projects 

• Meetings: 
– Kickoff: Oct 13, 2011 at the University of Michigan 
– 1st annual review: Oct. 28, 2012 at UCLA 
– 2nd annual review: Sept 9, 2013 at ARL 
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Future work and potentials 

• We have made significant progress on constructing a 
mathematical framework to study VoI in adaptive sensing. 
– Fundamental limits, bounds, and uncertainty principles for VoI 
– This has helped us develop near-optimal VoI-aware algorithms 

 
• Areas of focus that we continue to address 

– Computationally viable proxies that come with provable guarantees 
– An applicable geometric theory of information for adaptive sensing 

 

• Breakthroughs cannot easily be anticipated but… 
– A scientific basis for adaptive information processing is emerging 
– We are working closely with collaborators at DoD labs to enhance  

impact 
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Learning and Representation 
Kronecker Product Correlation Estimation  

U
na

ch
ie

va
bl

e 
re

gi
on

 

• Problem: Estimate high-D spatio-
temporal covariance of time 
samples. This problem arises in 
radar and acoustic array 
processing, sensor networks, and 
video processing. 
 0 10 20 30 40 50 60 70 80 90 100

20 uncorrelated sequences

Time index i

Ref: Tsiligkaridis, Hero, Zhou, IEEE Trans on SP, to appear 2013 

• Model:  spatio-temporal correlation matrix has sparse 
Kronecker-product (SKP) form: 

 
Results: 
• Fast maximum likelihood estimator algorithm: KGlasso 
• Under SKP model, KGlasso achieves parametric (O(n)) 

rates of MSE convergence. 
• KGlasso is scalable to much larger number (p) of sensors 

and expands achievable region to {(n,p):p=n}.    
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Learning and Representation: 
Spectra of graphs w/ fixed degree distribution  

 
 

 
 

Problem: predict eigenspectra of graph-valued 
measurements, e.g. graphs correlating sensors, 
sources, or agents. Such graphs arise in modeling 
interacting targets, activity recognition, 
information fusion and network analytics. 
 
Model: graph has random adjacency matrix with 
known rowsum distribution.   
 
Open Solved problem: Predict spectral density  
given the degree distribution of the graph 
 
Problem solution: Free multiplicative convolution 
of degree sequence with semi-circle  
 
“Spectra of graphs with expected degree 
sequence” (with Mark Newman) 
• “When is a hub not a hub (spectrally)?”  
• New VoI analytics using non-commutative 

probability theory 
 Ref: R. Nadakuditi and M. Newman, Physical Review E, to appear 2013 
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Learning and Representation: 
Complexity reduction using convex relaxation 

Problem: how best to trade off runtime and amount of 
data while achieving target levels of statistical 
performance? A long open problem relevant to machine 
learning and resource-limited sensing. 
Results: 
• computational complexity is reduced by convex 

relaxation with quantifiably small performance loss 
– In the Figure on the right, we wish to estimate 

an object from the signal set 𝑆  
– Optimizing over the convex set 𝐶𝐶 yields an 

estimate that is less accurate than that 
obtained by optimizing over 𝐶 

– But the computational complexity associated 
with 𝐶𝐶  is less than that associated with  𝐶, and 
thus more data can be processed, more than 
making up for the loss in accuracy  

• We have used this approach to develop explicit 
time/data tradeoffs for a variety of estimation 
problems, including sparse PCA, covariance matrix 
estimation, matchings, and the denoising of cut 
matrices. 
 
 Ref: V. Chandrasekaran and M. I. Jordan. arXiv:1211.1073, 2012  
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Ref: G.T. Whipps, E. Ertin, R.L. Moses, SPIE DSS 2012 

Problem:  Study effect of network 
constraints such as end-to-end 
delay tolerance and finite energy 
on performance of distributed 
detection in a random sensor 
network. 
 
Distributed sensor networks have 
many DoD applications, including 
UTAMS for mortar detection and 
PTDS for persistent surveillance. 
 
Results: 

ROC Performance, M=5 slots 

P d
 

P m
 

Pfa 

Pm versus density, constant Pfa 

average number of active nodes 

μ1=5 

μ1=7 
μ1=9 

perfect comms 

5 slots 

15 slots 

dash-dot: counting rule ignoring collisions 

solid: optimal (weighted counting rule) 
dashed: perfect comms 

Distributed Information Fusion:  
Value of Information for Sensor Networks 

• ROC analysis: detection performance improves with sensor 
network density [1] 

• Related node information to network information via 
Chernoff-Stein lemma [1] 

• Incorporated a delay-constrained MAC protocol [2]  
₋ Performance improves with sensor network density by 

fusing both counts of detections and collisions 
₋ Can approach the performance of “perfect” 

communications, but at the expense of moderate delay 
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Ref: G. Papachristoudis, J. Fisher III, IEEE SSP 2012 

...information is actionable if it is prescriptive of actions that can 
be taken to either improve upon the state of uncertainty for a 
particular task or allow one to accurately evaluate the cost of 
ancillary decisions related to the task. 
   -original source in dispute 

Distributed Information Fusion:  
Submodularity for Penalized Information Measures 

Goal: Ensure that single-stage planning is close to 
optimal and thereby avoid high computational cost of 
multistage optimal policy search 
Approach: Exploit submodularity, a property known to 
engender such guarantees 
Results:  
• New information-theoretic lower bounds on 

performance, based on Ali-Silvey measures 
 Exploit submodularity and adaptive submodularity 
 Use the intrinsic partial order structure of graphical 

models 
• Significant extension of prior results to accommodate 

heterogeneous measurement costs 
 Dramatically enhances utility in resource-constrained 

sensor planning 
 

Information 
Reward 

Penalized 
Reward 

Posterior 
Uncertainty 
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Distributed Information Fusion:  
VoI-driven Adaptive Self-Censoring 

• Problem: Perform distributed data fusion for system having environmental 
and measurement uncertainties 

 

• Challenges: Handling distributed measurements with varying information 
content and utility 
– Communication constraints: how to avoid cluttering the network? 

 

• Approach: Adaptive Value of Information (VoI) realized Distributed Sensing 
(A-VoIDS) 
– Agents self-censor and only communicate 

 when information exceeds VoI threshold 
– VoI threshold adaptively adjusted to  

improve balance between communication  
cost and inference error 

– Estimation error guaranteed to almost  
surely converge to 0  

A-VoIDS results in better estimates while 
incurring only a quarter of the comm. cost 

Ref: B. Mu, G. Chowdhary, and J. P. How, American Control Conference 2013 (submitted) 
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Adaptive sensing and planning: 
Intruder Detection in Adversarial Environments 

 
Problem: Detection of adversarial intruders in an area of interest 
with probabilistic coverage and false alarm guarantees. 
 
Results: 
 Model: two player, non-cooperative, zero-sum surveillance game 

between the observer and the evading target/intruder. 
 Min-max optimal open-loop randomized strategies are derived 

for observer (sensor selection) and target (evading actions). 
 Performance criterion: error exponent (convex-concave payoff) 
 
 
 
 Fast iterative algorithms derived for optimal sensor selection 

that exploit the convex-concave structure of the problem. 
 A novel sensor placement criteria proposed to specify network 

configurations that optimize error exponent in the presence of 
adversarial targets. 

 
Ref: E. Ertin, Proceedings of IEEE SSP Workshop, August 2012 

 

Optimal sensor interrogation strategy to provide 
area coverage against an adversarial intruder. 
Optimal query frequency (r) is given for each sensor. 

Optimal Sensor Placement to provide area 
coverage in a field with known obstacles against 
an adversarial intruder 
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1st year review. UCLA 2012 

Value 
of 

Information VOI 

Adaptive sensing and planning:  
Sensor Management via Riemannian Geometry 

Problem: Given what is known, what sensor 
trajectory optimizes information gathering over 
the next T seconds? 

Fact: The set of all Riemannian metrics on a 
Riemannian manifold M is a (weak) infinite 
dimensional Riemannian manifold M(M) 

• Observation 1: The Riemannian metrics on M 
corresponding to Fisher information 
constitute a submanifold of M,  

• Observation 2: For a particular problem of 
estimating a parameter from sensor data, 
each choice of sensor corresponds to a 
Riemannian metric on M lying in this 
submanifold of M 

Paradigm:  Exploit a rigorous quantification of 
information (Fisher) to develop geometric 
trajectories that accumulate information as 
rapidly as possible 

 
Sensing Action S  log-Likelihood lS on M 
   Fisher Information FS on M 
   Riemannian metric on M 
   Point in M(M) 

Ref: B. Moran, S. D. Howard, and D. Cochran, ICASSP 2012 

Geometrically, optimal navigation is via geodesic curves 
The geometry is defined directly in terms of Fisher information 

Geometry defined from a Shannon information metric gives exactly the same trajectories! 
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Ref: V. Karasev and S. Soatto,  
        NIPS 2012 

Adaptive Sensing and planning: 
Controlled object recognition bounds 

Problem: Information-gathering   for 
remote sensing of objects subject to 
occlusion and scaling phenomena 
 
Results:  
• Characterized the trade-off 

between energy and geometry in 
an object recognition task with 
mobile sensors. 
 

• Designed algorithms to maximize 
proxy on conditional entropy of 
unknown scene given past 
measurements. 

 
• Derived upper and lower bounds 

on conditional entropy over scene 
given sensor control policy. 
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